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Abstract

The prediction of the possible hazards associated with the storage and transportation of liquefied natural gas (LNG) by ship has motivated a
substantial number of experimental and analytical studies. This paper reviews the experimental and analytical work performed to date on large-
scale spills of LNG. Specifically, experiments on the dispersion of LNG, as well as experiments of LNG fires from spills on water and land are
reviewed. Explosion, pool boiling, and rapid phase transition (RPT) explosion studies are described and discussed, as well as models used to predict
dispersion and thermal hazard distances. Although there have been significant advances in understanding the behavior of LNG spills, technical
knowledge gaps to improve hazard prediction are identified. Some of these gaps can be addressed with current modeling and testing capabilities.
A discussion of the state of knowledge and recommendations to further improve the understanding of the behavior of LNG spills on water is

provided.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Recently there has been considerable interest concerning
possible risks associated with the storage, handling, and trans-
portation of liquefied natural gas (LNG) due to plans to widely
expand the LNG market by building several new receiving termi-
nals in the U.S. and concerns of terrorist attacks. Due to the large
volume of LNG potentially involved, the hazards are large-scale
and consequently accurate hazard prediction can be difficult.

In order to best address hazard predictions, experimental,
numerical, and analytical efforts must be combined. An exten-
sive experimental effort was performed in the 1970s and 1980s
pertaining to the behavior of LNG when spilled on water, with
and without subsequent ignition. Recently, with the renewed
interest and concerns regarding LNG shipping, there have been
several analytical studies addressing the possible consequences
associated with an LNG spill on water [1–6]. These studies have
provided significantly differing results, partly due to the uncer-
tainties of parameter values necessary for hazard prediction, and
partly due to differences in modeling approaches and assump-
tions.

This paper reviews the experimental work done on large-scale
spills of LNG, as well as some of the modeling and analyti-
cal work performed. This review is motivated by the need to
determine the current gaps and limitations in understanding and
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ities between 125,000 and 160,000 m3 (4.4 and 5.7 million ft3).
Larger ships up to 250,000 m3 (8.8 million ft3) holding capac-
ities are currently being considered for construction. The vol-
ume is distributed among four to six individual insulated tanks
where the LNG is kept at atmospheric pressure and 111 K
(−260 ◦F). LNG is comprised mostly of methane (85–95 vol.%)
with ethane, propane, and small amounts of other heavier hydro-
carbons comprising the rest. Once it is transported to a receiving
terminal it is stored in heavily insulated tanks and then re-
gasified for distribution via the pipeline system to consumers.

The potential hazards associated with LNG are varied. These
include cryogenic tissue damage caused by direct contact, pres-
sure due to rapid phase transitions (RPTs), deflagrations, detona-
tions, vapor cloud fires and pool fires. Due to its extremely cold
temperature, direct contact will result in severe tissue damage
and embrittlement to materials. Since LNG vapors displace air,
asphyxiation is possible, as well as lung damage from breathing
cold vapors. When LNG comes in contact with water at a tem-
perature significantly above the boiling point of LNG there is the
possibility of rapid phase transition, a non-combusting type of
explosive expansion. These vapor expansions can produce sig-
nificant overpressures that can result in structural damage. There
are also thermal hazards from different combustion events such
a pool fire, vapor cloud fire, and explosion.

To gain an understanding of the information necessary for
h
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redicting the hazards associated with these large-scale spills.
There are currently four import terminals in the U.S. and

t least three dozen proposals to build new terminals over
he next several years. By 2010, the new terminals are pro-
ected to import a total of 23 billion m3 (812 billion ft3) annually.
he four U.S. LNG import terminals currently have an esti-
ated combined peak capacity of 34 billion m3 (1.2 trillion ft3)

er year and an estimated base load capacity of 25 billion m3

880 billion ft3) per year. The U.S. imported approximately
4 billion m3 (505 billion ft3) of LNG in 2003 [7].

LNG transport is most often by ship. LNG ships are roughly
00 m (1000 ft) in length, double-hulled and have holding capac-
azard prediction, it is instructive to go through the evolution of a
pill from a LNG ship. Fig. 1 provides a simplified representation
f a spill and the possible outcomes that can result. Determining
he amount of LNG spilled is a necessary first step in predicting
he possible hazards. In the event of a breach of one of the four
o six tanks on a vessel, the hole can occur either above or below
he waterline. The rate at which LNG flows from the breach must
e determined and will depend upon the shape of the tank and
he size, level of fill, and location of the hole.

LNG is roughly half the density of water and at its boiling
oint the vapor is 1.5 times the density of air. LNG will float on
ater and due to the high heat transfer between it and the water
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Fig. 1. LNG spill over water.

will rapidly vaporize forming a low lying visible cloud due to the
condensation of entrained water vapor in the atmosphere. Once
the LNG spills onto the water the pool will spread and vaporize
simultaneously. The shape and size of the pool can be affected
by environmental conditions, such as wind, waves, and currents.
The exact extent that waves affects spreading is unknown at
this time, but it would be expected that the evaporation rate
would increase due to the increase in surface area and increased
heat transfer from enhanced transport from turbulent motion. An
increase in wind speed tends to increase the local evaporation
rate as well. Wind would also cause the pool to have varying
thickness. There is also the effect of currents associated with
traveling waves, which could transport the pool further away
from the spill than a non-wave condition. This is in contrast to
a standing wave condition where the wave does not propagate
through the water, but remains stationary. It would also be more
likely that the waves would break up the pool into multiple,
irregular shaped pools than would occur on a quiescent surface.

The composition of the LNG also affects the size of the
pool. The addition of heavier hydrocarbons such as ethane and
propane tend to result in an increase in the evaporation rate due
to vapor film collapse to be described in Section 2.1, thereby
resulting in a smaller pool. RPTs can also occur at the pool
causing an increase in the vaporization rate.

If released LNG ignites immediately, a pool fire will result. If
not immediately ignited, the LNG will rapidly vaporize to pro-
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cloud surrounding the UFL will burn as a diffusion-controlled
fire. If flammable portions come in contact with an ignition
source, a vapor cloud fire can result which may propagate back
to the spill point to burn as a pool fire. Vapor cloud fires can burn
in two principal modes as either a slow burn back, also termed a
flash fire, or as a fireball, the rapid burning of fuel characterized
by high upward acceleration. Fireballs occur when fuel is atom-
ized sufficiently to provide a mixture with air that can be rapidly
consumed. They are more likely with a large rapid release of
fuel resulting from a high momentum impact source. Fireballs
are short duration events, on the order of seconds, but are still
lethal within close proximity. If the vapor cloud reaches a loca-
tion with some confinement and sufficient mixing with air, an
explosion in the form of a deflagration with damaging overpres-
sures may result. In some special cases, with high degrees of
confinement, strong mixing with air, and large ignition sources,
a detonation may be possible.

Thus, in order to analyze combustion events, it is necessary
to consider pool fires, vapor cloud fires, and explosions. The fac-
tors that are involved in calculating the hazards from a pool fire
are flame geometry including pool size and shape, burn rate, heat
radiated, and view factor. For vapor cloud fires the extent of the
cloud, its composition, and radiative properties are required for
analysis. Explosions require knowledge of the degree of mixing
of various species, extent of confinement as well as the charac-
teristics of the ignition source, such as its strength and geometry.
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uce a low-lying visible cloud, which will spread at roughly the
ind speed. LNG vapor is colorless, but due to its very low tem-
erature, entrained water vapor in the atmosphere is condensed
nd produces a visible cloud. Although LNG is comprised of
everal components, methane will boil off first since it is the
ightest component. Thus, the cloud will initially be comprised
f methane. Near the end of evaporation, the heavier hydrocar-
ons will boil off and will then comprise an increased fraction
f the cloud, though methane will still comprise the majority.

The cloud that forms will mix with air, principally at the cloud
dges, and when concentrations of methane reach between the
ower and upper flammability limits (LFL and UFL), 5–15% by
olume, the mixture can sustain a flame if ignited. Portions of the
This description of the possible outcomes of a spill gives an
ndication of the various parameters necessary for hazard pre-
iction. Thus, experimental studies have been concerned with
btaining data on the dispersal of LNG vapor clouds and on dif-
erent combustion modes such as pool fires, vapor cloud fires,
nd explosions. The following reviews large-scale experiments
n the behavior of a disperse LNG cloud, and large scale fire
tudies of LNG spills on water and land. Large in the context of
his paper refers to the largest tests to date. Typically, the largest
ests have had pool diameters 10 m or greater and require field
ather than laboratory testing. Models used to predict dispersion
istances and thermal hazards are also described and discussed.
ince the evolution of a LNG vapor cloud and related hazards
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are strongly influenced by characteristics of the pool that forms
from a spill, discussion on spreading, boiling, and rapid phase
transitions of the liquid pool is provided. Areas in which tech-
nical knowledge gaps exist on hazards related to LNG spills on
water are discussed, and recommendations on addressing these
areas via experimental testing and simulation to improve hazard
prediction are provided.

2. Pool formation

For unconfined LNG spills on water, the LNG spreads and
boils at a very high rate. The high vaporization rate is con-
stantly maintained due to continual contact with much higher
temperature water. If the spill is confined on calm water, then
the prevention of spreading may result in the formation of an ice
layer beneath the LNG. As the ice layer thickness increases, the
heat transfer rate decreases, thereby reducing the evaporation
rate. The boiling rate would then be similar to confined spills on
land in that the evaporation rate decreases with time [8]. Small
amounts of ice formation has been observed in unconfined spills
on water, but during spreading the turbulent interface created
between the LNG and water, as well as the large heat source
provided by the water, prevents significant ice formation. Once
the LNG has spread to its maximum area, the thickness of the
LNG (∼1 mm) is not sufficient to provide enough thermal inertia
to freeze significant amounts of water.
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transfer. Thus, in this regime an increase in temperature differ-
ence will increase the heat transfer to the liquid. A peak heat
flux occurs in the nucleate boiling regime. Eventually, the bub-
ble formation is so rapid the liquid is prevented from contacting
the surface and the heat flux decreases. This is the transitional
regime.

With further increases in surface temperature a continuous
vapor film will cover the surface and the heat transfer will
be reduced since heat is transferred poorly across the low-
conductivity vapor film. This regime is called film boiling and
the minimum temperature for stable film boiling is called the Lei-
denfrost temperature. A minimum film boiling heat flux occurs
at this temperature. With further increases in temperature the
mode of heat transfer becomes radiative and the heat transfer
increases, though most materials fail at this point.

Since LNG is a mixture of hydrocarbons of different molecu-
lar weights, evaporation will take place preferentially, in that boil
off occurs according to the molecular weight of the fuel. Thus,
methane will boil off first since it has a lower molecular weight
than ethane and propane. This process leading to enrichment of
LNG with the heavier hydrocarbons is sometimes referred to as
‘ageing’ or ‘weathering’ in the industry. The boiling heat flux
for mixtures can be very different than for individual compo-
nents of the mixture. Ethane and propane have higher boiling
points, 185 K (−127 ◦F) and 231 K (−44 ◦F), respectively, than
methane at 111 K (−260 ◦F). Film boiling occurs for pure liq-
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Higher vaporization rates result in a greater distance to LFL,
hich affects the extent of vapor cloud fire and explosion haz-

rds. An increase in vaporization rate will also increase the total
urn rate since the heat transfer from the water and fire both
ontribute. An increase in burn rate will decrease the pool area,
hereby reducing the size of a pool fire. Although a smaller pool
re results, a taller flame occurs due to the increased burn rate.
he shape of the pool will also determine the thermal hazard
istances from a pool fire. Thus, determining the vaporization
ate, as well as the shape and size of the pool is instrumental
or hazard prediction. The following Sections 2.1–2.3, provide
description and discussion of experiments and modeling of

actors that affect the formation of an LNG pool.

.1. Pool boiling experiments and modeling

Pool boiling occurs when LNG is spilled onto water due
o the high temperature difference of roughly 180 K (325 ◦F).

odes of pool boiling and corresponding heat transfer rates are
function of temperature difference. This relationship can best
e described by discussing a heated surface immersed in a liq-
id and the heated surface brought to a surface temperature at
he boiling point of the liquid. At this temperature, vapor for-

ation or boiling occurs and is termed the regime of nucleate
oiling, where nucleation sites (gas or vapor-filled cavities) on
he surface develop to allow vapor bubbles to form. Although
ucleation is usually considered to occur at a solid surface, it
an also occur in a homogenous liquid.

With a further increase in surface temperature, the bubble
ormation rate increases, producing high local velocities within
he liquid film next to the surface, thereby enhancing the heat
efied methane on water, but with the addition of ethane and
ropane boiling will occur in either the nucleate or transitional
egime principally in the later stages of the evaporation of the
ool, though this mode of boiling can occur any time during
vaporation when there is contact with the water and enriched
egions. Experimental and modeling studies have demonstrated
hat chemical composition affects the vaporization rate of LNG,
nd thus should be included in evaporation models.

Boe [9] performed laboratory scale experiments with lique-
ed methane–ethane and methane–propane mixtures boiling on
ater. The results indicated that addition of ethane or propane

ffects the boil off rate. High initial boil off rates were observed
or methane rich mixtures similar to that of typical LNG com-
ositions. Boil off rates increased by a factor of 1.5–2 from that
f pure methane when either ethane or propane was added for
97% methane mixture. It was concluded that there is a break
own of film boiling due to closer contact between the mix-
ure and water causing a higher heat flux and lower temperature
ifference below that to maintain a continuous vapor film.

Results by Drake et al. [10] on laboratory scale experiments
howed that LNG had a higher boiling rate than pure methane
n an unconfined surface. Light LNG compositions of 98%
ethane and 2% ethane were tested, as well as heavy compo-

itions, 82–89% methane with ethane-propane ratios between 4
nd 5. Increasing the amount of heavier hydrocarbons resulted in
ore rapid vaporization. The rate of boiling increased with time

nd foaming of the LNG on the water surface occurred. These
esults agree with Valencia-Chavez and Reid [11] on laboratory
cale confined spills.

Conrado and Vesovic [12] developed a model to investigate
he influence of chemical composition on the spill behavior of
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LNG and LPG for unconfined water surfaces. Spreading based
upon a gravitational-inertia balance, heat transfer, and vaporiza-
tion was included in the model. They point out that preferential
evaporation occurs and that boiling does not take place at a
constant temperature. They found that a decrease in the rate
of vaporization due to the change in composition of the pool
occurs in the later stages of the pool. The vaporization rate for
LNG (90% methane, 10% ethane) versus methane was found to
be different. By not considering preferential boil-off this would
result in underestimating the evaporation time by about 20%. For
instantaneous spills, results indicate that neglecting evaporation
while spreading is a reasonable assumption. They conclude that
models should use the properties of LNG that reflect all com-
pounds and not that of pure methane.

2.2. Rapid phase transition experiments and modeling

Rapid vapor expansions are termed rapid phase transitions
in the LNG industry. They can occur when the very cold LNG
comes in contact with water. These expansions are not combus-
tion related, but rather are classified as a physical or mechanical
expansion where there is a high-pressure energy release. Vapor
steam expansions have been extensively studied in the nuclear
power industry and in the industrial process industry such as
foundries. Research on LNG/water expansions has been princi-
pally at laboratory scale [13–15].
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the pre-spill composition is not the only factor determining the
occurrence of RPTs.

The occurrence of RPTs appeared to correlate with water
temperature and the depth of penetration of the LNG into the
water. RPTs occurred when the water temperature was above
290 K (63 ◦F), though when an adjustable spill plate, used to
prevent the LNG from impinging upon and eroding the pond
bottom, was removed allowing for deeper penetration into the
water RPTs resulted even though the water temperature was
285 K (52.9 ◦F).

The strength of RPT’s was found not to correlate with impact
pressure. This is in contrast to what was found for laboratory-
scale spills by Jazayeri [25] in which cryogens were impacted
with water and a correlation was found between RPT strength
and impact pressure.

The strength of the RPT was found to correlate with spill
rate. An abrupt increase in the RPT strength yield was found
at around 15 m3/min (530 ft3/min), and at around 18 m3/min
(636 ft3/min) the strength increased by five orders of magnitude.
The maximum equivalent free-air, point source TNT explosion
that occurred was 6.3 kg (14 lb) for an 18 m3/min (636 ft3/min)
spill rate. This is believed to be a significant underestimation of
the actual energy released since the majority of the blast was
directed underwater.

RPTs were also found to increase the distance to LFL by as
much as 65% due to the increase in vaporization rate from the
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The Coyote test series [16–21] performed by LLNL has been
he only large-scale test explicitly for the study of RPTs. These
ests also had the objective of studying the behavior of LNG
apor cloud fires to be described in Section 4.1.1.3. The Coy-
te series was a continuation of the Burro test series [22,23], to
e described in Section 3.1.4, to further study combustion haz-
rds and RPTs. They were performed by LLNL and the Naval
eapons Center at China Lake, California and sponsored by the
.S. DOE and the Gas Research Institute. To study RPTs, 13

pills of 3–14 m3 (106–494 ft3) with flow rates of 6–19 m3/min
212–671 ft3/min) were performed with fuel of varying ratios
f methane, propane, and ethane, with methane concentrations
etween 75 and 92% by volume.

Six of the 18 Coyote spills produced RPTs. Most were early
PTs that occurred immediately with the spill, and in some
ases, continued for the duration (over a minute) of the spill.
hey were generally located near the spill point and appeared

o be primarily underwater. Delayed RPTs, occurring at the end
f the spill and located away from the spill point out on the
NG pool surface, were also observed. Delayed RPTs occurred

n three tests.
It has been shown that much different behavior occurs at

arger scales, which was not predicted from smaller scale stud-
es. Enger and Hartman [24] from Shell performed a series of
mall-scale experiments on the order of 0.1 m3 (3.5 ft3) on RPT
ormation and found that the methane content of LNG must be
ess the 40 mol% (∼35 vol.%) for RPTs to occur. The Coyote
ests found RPTs can occur with methane rich mixtures up to
8% by volume, indicating that other mechanisms become dom-
nant for larger spills. It was also found that even when there
ere similar compositions, RPTs may or may not occur. Thus,
xpansion. The RPTs that occurred late in the spill resulted in
thane enrichment of 40% by volume in the RPT ‘puffs’ due
o the higher concentration of ethane in the LNG on the pond.
thane has an LFL of 3%, and consequently the distance to LFL
as increased by about 60% for these regions.
Several theoretical models have been proposed to explain the

ormation of rapid phase transitions, though none have addressed
he large-scale behavior observed in the Coyote experiments.
here are several recent reviews of the various theories proposed

o explain similar phenomena for steam expansions [26–28].
The prevalent theory is the superheat theory which proposes

hat immediately after LNG is spilled on water film boiling
ccurs. Then due to possible instabilities and a decrease in the
emperature difference the film boiling vapor layer collapses in
ocalized areas resulting in liquid/liquid contact. This direct con-
act results in rapid vaporization from the increased heat transfer
o that a pressure wave is produced to achieve a rapid expan-
ion. For a rapid phase transition to occur, the water has to
e equal or slightly greater than the superheat temperature of
NG (Tsuperheat < Twater < 1.1Tsuperheat). Superheat temperature

or methane, ethane, propane, and butane are 168, 269, 326, and
76 K (−157, 24.5, 127, 217 ◦F), respectively [29]. The super-
eat temperature of hydrocarbon mixtures is approximately the
ole fraction average of the superheat temperatures of the com-

onents [30].
Napier and Roochland [31] raise the issue of rapid phase

ransitions causing ignition by either electrostatic discharge
r frictional sparks created near the rapid phase transition, or
y shock-heating of the methane–air mixture. Based on shock
ube analysis, they concluded that shock-heating of unconfined
ammable mixtures of methane to the auto ignition temperature
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(813 K) (1004 ◦F) is not possible. The experimentally deter-
mined temperature available is 450 K (350 ◦F), theoretical is
500 K (440 ◦F). They state that ignition is possible via an elec-
trostatic discharge or frictional sparks, but these ignition modes
are difficult to quantify, though in the near vicinity of an RPT,
blast damage can occur which could result in ignition from these
modes.

2.3. Experiments and modeling of LNG spreading on water

There have been several small-scale experiments reporting
mass flux and pool spread for LNG spills on water, but few
large-scale experiments have provided such information since
their objective has been dispersion and combustion characteris-
tics of the vapor cloud. Table 1 provides a list of experiments
that have provided pool radius and mass flux values from an
unignited pool. Experiments have used markers in the pool and
photography above the pool to record the spread rate and size
of the pool over time. From knowledge of spill rate and pool
area, an average mass flux can be determined. There is a high
degree of uncertainty in this method since the pool area may
become irregular due to wind, thereby making the area difficult
to determine. In addition, a visual of the liquid pool overhead is
difficult due to vapor blocking. Thus, very detailed comparison
of experimental and model results is not possible with currently
available data.
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agreement for unconfined water surfaces for pool radius. When
compared to experiments by U.S. Bureau of Mines [41,42] for
spills of 163 kg (359 lb) the model under-predicts the pool radius
over time.

Waite et al. [43] incorporates heat transfer, preferential boil
off of methane (90%) and ethane (10%), and gravity spreading
of the pool. Assuming a heat flux typical for film boiling of about
25 kW/m2 (7.93 × 103 Btu/h ft2), the model had fair agreement
to within 20% on the pool radius found in the experiments by
U.S. Bureau of Mines [41,42] and Boyle and Kneebone [40].
This heat flux value gave better agreement than the heat flux
typically assumed of 100 kW/m2 (3.17 × 104 Btu/h ft2).

Brandeis and Ermak [44] developed a numerical model based
on the depth-averaged, shallow water equations. Instantaneous
and continuous spills that included the effect of mass and heat
transfer, shear forces, and surface tension were modeled. Pool
break-up was treated by including the effect of shear forces and
surface tension. It was found that the time necessary to reach a
steady-state radius for continuous spills increased with increas-
ing surface shear stress. The steady-state pool radius was not
affected. The results were compared to experiments performed
by Boyle and Kneebone [40] on a 0.0817 m3 (2.89 ft3) spill, and
indicated good agreement.

Cavanaugh et al. [45] developed a code LSM90 that sim-
ulates multi-component spills on land or water that accounts
for flashing liquid, entrainment as aerosol, liquid pool evapora-
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There have been several models developed for the spread of
NG on water [32–39]. Otterman [32] and Briscoe and Shaw

34] provide model-to-model comparison for spills on the order
f 103 to 104 m3 (3.5–35 × 104 ft3). The majority of models
ssume that the pool is circular and that spreading is driven
nly by gravity, and ignore the action of waves and currents,
referential boiling, and pool break-up. The following models
re typical approaches used to represent the spread of LNG on
ater.
Opschoor [39] developed a model for the spread and evapo-

ation of LNG on open and confined quiescent water surfaces.
or an unconfined water surface the model assumes that boiling
ccurs in the film-boiling mode and that no ice formation occurs.
or confined water surfaces, the model assumes that during the
preading phase no ice formation occurs due to film boiling, and
hat after spreading an ice layer forms due to a decrease in tem-
erature difference between the LNG and water. The results were
ompared with experiments by Boyle and Kneebone for spills
f 38 kg (84 lb) [40]. There was agreement with evaporation rate
or confined water surfaces for the ice formation period, and fair

able 1
NG experiments on water with measurement on pool radius and mass fluxa

xperiment Spill volume (m3)

oyle and Kneebone [40] 0.023–0.093 (pond)
urgess et al. [41–42] 0.0055–0.36 (pond)
eldbauer et al. (ESSO) [46–47] 0.73–10.2 (Matagorda Ba
aplin Sands [52–55] 5–20 (inlet surrounded by
oopman et al. (Avocet LLNL) [56] 4.2–4.52 (pond)

a Some experiments report evaporation rates in units of m/s. Mass flux values
or LNG.
ion, and heat and mass transfer effects. Spreading is driven by
ravity and the actions of waves are not modeled. Results were
ompared to the Esso [46,47] and Burro [22–23] series of exper-
ments to be described in Sections 3.1.1 and 3.1.4, respectively.
he difference between experimental and computed results for
vaporation rate varied from 1 to 48% with 8 out of 10 cases
ithin 14%. The average difference for pool size comparison
as 12%. The spill size for which the comparison was made
as not stated.

. Vapor dispersion of LNG spills on water

For unconfined spills on water, the cloud will travel at roughly
he wind speed before becoming buoyant and dispersing. Ini-
ially the temperature of the LNG vapors will be close to the
ool temperature and thus will be denser than the surrounding
ir. Natural gas vapors must be at 166 K (−160 ◦F) to be neu-
rally buoyant in air at 289 K (60 ◦F). The duration that the cloud
ill persist will usually be on the order of 10 s of minutes. For

Pool radius (m) Mass flux (kg/m2 s)

1.97–3.63 0.029
.75–6.06 0.181
7–14 0.195

m dyke) ∼10 0.085
6.82–7.22 0.12

obtained by multiplying evaporation rates by an assumed density of 450 kg/m3
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Fig. 2. Typical vapor cloud shape in wind for an LNG spill on water.

land-based storage facilities with barriers, dense gas behavior is
advantageous since the vapor is more easily contained, however
this does have the disadvantage that the LNG vapor will persist
for a longer period of time.

Fig. 2 provides an indication of the general shape of an LNG
vapor cloud in wind. The length of the cloud will usually be much
greater than its width due to wind elongating the cloud, although
for low wind speeds, around 1–2 m/s (2–4.5 mph), the length and
width will be roughly similar. The ratio of L/W will typically
be around 5 for higher wind speeds. The cloud has a very low
height (∼10 m) relative to it length and/or width. The ratio of L/H
will typically be on the order of 100. Gas concentrations vary
throughout the cloud as qualitatively indicated in Fig. 2. The
highest concentrations will occur near the spill and then will
decrease to reach the lower flammability limit at the peripheral
regions of the cloud.

Table 2 provides a list of LNG dispersion field tests of
spills on water and the respective maximum measured distance
to the LFL of methane. The spill volumes and rates listed in
Table 2 indicate that both are important factors in affecting
the distance to LFL. The distance that the cloud will travel
will also depend upon the vaporization rate of LNG, the pres-
ence of obstacles, and atmospheric conditions, such as wind
velocity, humidity, and atmospheric stability, as well as mode
of release, including aspects such as above or below water-
line. Conditions that enhance mixing of the cloud with air
a
L
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d

water release would result in a more buoyant cloud due to the
enhanced heat transfer from the passage of the rising LNG
through the water, thereby resulting in a reduced distance to
LFL.

The following section describes experiments on the disper-
sion characteristics of vapor clouds formed from unconfined
LNG spills onto water. Only the largest spill volume tests are
reviewed and discussed. Smaller spill volume tests have been
performed and are listed in the recent review on cryogenic spills
by Thyer [48]. A comprehensive listing of LNG experiments and
description of processes related to LNG operations is provided
by Lees [49]. Additional description and discussion of LNG fire,
dispersion, and RPT experiments and modeling performed up
to 1982 is provided in [50].

3.1. Experiments

3.1.1. Esso [1973]
Tests were conducted under contract by the Esso Research

and Engineering Company and the American Petroleum Institute
in Matagorda Bay, Texas [46–47]. Volumes ranging from 0.73 to
10.2 m3 (26–373 ft3) were spilled at a flow rate of 18.9 m3/min
(671 ft3/min). It was observed that LNG vapor clouds are visible
and are very low in height compared to their lateral extent. Cal-
culations of the density of mixtures of air at 294 K (70 ◦F) and
methane at 111 K (−260 ◦F) at different humidity levels indi-
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ximum
nd/or the cloud’s buoyancy will reduce the distance to the
FL. Obstacles and rough terrain will also tend to reduce the
istance to the LFL, as does high humidity, and less stable
tmospheric conditions. It has been found experimentally that
n general low wind speeds and highly stable atmospheric con-
itions will result in the greatest distance to LFL. An under-

able 2
NG dispersion tests on water

xperiment Spill volume (m3) Spill rate (m

SSO [46–47] 0.73–10.2 18.9
hell [51] 27–193 2.7–19.3
aplin Sands [52–55] 5–20 1.5–4
vocet (LLNL) [56] 4.2–4.52 4
urro (LLNL) [22–23] 24–39 11.3–18.4
oyote (LLNL) [16–21] 8–28 14–19
alcon (LLNL)b [57] 20.6–66.4 8.7–30.3

a Total extent of the cloud (maximum LFL distance not measured). Thus, ma
b Vapors were partially contained within a vapor fence.
ated that the density of the LNG vapor–air mixture is affected
y atmospheric humidity where increasing humidity results in
ower density mixtures. Variation in the LNG composition for
he range tested, 85–94% methane, did not have a significant
ffect on downwind concentrations. In one test, a delayed rapid
hase transition occurred.

) Pool radius (m) Downwind distance to LFL (m) (max)

7–14 442
NA (jettisoned) 2250a(visual)
∼10 190 ± 20
6.82–7.22 220
∼5 420
Not reported 310
Not reported 380

distance to LFL is less than this value.
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A range of pool radii, 7–14 m (23–46 ft), was visually
observed, and the vaporization mass flux was calculated to be
approximately 0.195 kg/m2 s (.040 lb/ft2 s). The maximum dis-
tance to LFL measured by hydrocarbon sensors was roughly
442 m (1450 ft) for a spill size of 7.12 m3 (253 ft3) and wind
speed of 4.9 m/s. There were some spills for which the cloud
exceeded the array of sensors thus the distance to LFL was not
measured. The longest distance to the last visible fog from the
spill site was 1372 m (4500 ft) for a spill size of 8.37 m3 (297 ft3)
and wind speed of 4 m/s (9 mph).

3.1.2. Shell Jettision Tests [1973]
Shell performed a series of six tests in which LNG was jetti-

soned from ‘Gadila’, a 75,000-m3 (2.7 × 106 ft3) capacity ship,
at a location about 70 miles west of St. Nazaire, France [51].
These tests involved the largest volume of LNG released over
water to date. The primary objective of the tests were to deter-
mine the feasibility of emergency jettison of fuel with high dis-
charge rates while the ship is stationary, as well as low discharge
rates while the ship is moving. The flow rates tested ranged from
2.7 to 19.3 m3/min (96–685 ft3/min), lasting ten minutes to give
total volumes spilled from 27 to 193 m3 (960–6850 ft3). Four
tests were performed while the ship was moving from 1.5 to
5.4 m/s (3–10.5 knots), and two stationary tests were performed,
one of which was with the highest volume spilled. LNG was jet-
tisoned from two different jet nozzle sizes, 51 and 102 mm (2
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Twenty-four continuous and ten instantaneous spills were
performed in average wind speeds of 3.8–8.1 m/s (8.5–18 mph).
Instantaneous spills were performed by rapidly sinking a barge
loaded with LNG or propane. For the instantaneous spills, the
spill volumes tested were 5–20 m3 (178–710 ft3), and for con-
tinuous spills, spill rates were 1.5–4 m3/min (53–141 ft3/min).
A 300 m (984 ft) diameter dyke surrounded the spill point for
containment.

It was found that the dispersion behavior of the cloud was
affected by the method of LNG release. For an underwater
release, a more buoyant cloud resulted, whereas with an above
water release, a lower and longer downwind cloud resulted. An
RPT was observed in one of the instantaneous LNG spills, result-
ing in a maximum overpressure of 1.8 kPa (0.26 psi) and damage
to the barge.

A typical pool radius was roughly 10 m (33 ft), and the evap-
oration rate was calculated to be approximately 2 × 10−4 m/s
(6.6 × 10−4 ft/s). Pool radius as a function of spill rate
was not reported. Using a 3-s average measurement, the
maximum dispersion distance to LFL for a spill rate of
3.2 m3/min (114 ft3/min) and wind speed of 5.5 m/s (12 mph)
was 190 ± 20 m (623 ± 66 ft) downwind of the spill. The dis-
tance to LFL was found to be within the visible boundary of the
vapor cloud for a calculated humidity range of 50–100%.

3.1.4. Burro tests [1980]
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nd 4 in.) located 18 m (59 ft) above the water, in wind speeds
anging from 1.9 to 5.1 m/s (4.3–11 mph).

Concentration measurements were not taken, but the extent of
he visible cloud was observed using overhead cameras. Infrared
amera results indicated that, with the 51 mm (2 in.) nozzle, LNG
ools on the sea surface did not form and only isolated patches
ormed using the 102 mm (4 in.) nozzle. This result could be due
o the LNG evaporating before it reached the sea surface since
t was released from a horizontal jet elevated 18 m (59 ft) above
he waterline. Thus, ice formation or RPTs were not observed.
lso, no significant static charges that could serve as ignition

ources were generated in the jet.
The dense vapor cloud completely dispersed within 5–10 min

fter the end of discharge using the 51 mm (2 in.) nozzle, and
ith 15–20 min using the 102 mm (4 in.) nozzle. For the highest
olume spilled, 193 m3 (6850 ft3) in a 3.9 m/s (8.7 mph) wind,
he visible plume appeared to be uniform over its entire length
nd had a height of 10–12 m (33–39 ft), maximum continuous
idth of 550 m (1800 ft), and length of 2250 m (7400 ft).
The main conclusion from the study was that LNG could

e jettisoned without the vapor cloud engulfing the ship, and
ithout LNG contacting the ship to result in cryogenic damage.

.1.3. Maplin Sands tests [1980]
Tests were conducted at Maplin Sands, England by the

ational Maritime Institute and were sponsored by Shell
52–55]. These tests were performed in order to obtain disper-
ion and thermal radiation data on 20 spills of LNG and 14 spills
f propane onto water for instantaneous and continuous spills.
he results on thermal radiation data will be described in Section
.1.1.2.
The Burro tests were performed by Lawrence Livermore
ational Laboratory (LLNL) at the Naval Weapons Center at
hina Lake, California and sponsored by the U.S. DOE and

he Gas Research Institute [22–23]. A total of 8 LNG releases
nto water were performed with spill volumes ranging from
4 to 39 m3 (848–1377 ft3), spill rates of 11.3–18.4 m3/min
399–650 ft3/min), wind speeds from 1.8 to 9.1 m/s (4–20 mph),
nd atmospheric stability conditions from unstable to slightly
table. Dispersion occurred over water for 29 m (95 ft) from the
pill point on a 58 m (190 ft) diameter pond, 1 m (3.3 ft) deep,
hen over land for 80 m (262 ft) where the terrain was irregular
ith a rise of 7 m (23 ft). Beyond this point, the land was rela-

ively level. These tests were preceded by the Avocet series of
iscovery experiments for 5 m3 (177 ft3) spills [56]. The Avocet
ests were performed in order to gain insight into the measure-

ents necessary for the larger spills to be tested in the Burro
eries of experiments.

Measurements of wind speed and direction, gas concentra-
ion, temperature, humidity, and heat flux from the ground were

ade at several distances from the spill and at several eleva-
ions. Gas concentration measurements were averaged over 10 s
urations. High-frequency data indicated that significant fluctua-
ions about the 10 s average occurred such that the instantaneous
ammable extent of the gas cloud will be larger than is indicated
y the mean LFL contour.

In one of the tests, the cloud caused displacement of the atmo-
pheric flow and resulted in the gas velocity within the cloud
ecreasing to almost zero. The dense cloud was able to dampen
urbulent mixing by stable stratification and thus the wind was
ble to flow over the cloud as if it was a solid object. This test was
erformed under a low wind speed of 1.8 m/s (4 mph), slightly
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stable atmosphere, and spill rate of 16 m3/min (565 ft3/min) and
spill volume of 28.4 m3 (1000 ft3). For the other tests with higher
wind speeds, this effect was not observed. The cloud was wider
and lower in height than that of any other test. The maximum
radial distance to LFL at 1 m (3.3 ft) elevation was approximately
420 m (1378 ft). The cloud also remained over the spill region
after the spill ended, in contrast to the other tests where the cloud
propagated downwind within 10–20 s after spill termination.

Differential boil-off was observed in the tests where ethane
and propane enrichment up to 40% in the cloud occurred late
in the spills and propagated downwind up to 140 m (459 ft). It
was also found that a relative increase in absolute humidity is
correlated to an increase in gas concentration. A 1% gas con-
centration in the cloud was associated with a 15% increase in
absolute humidity. Thus, water was entrained into the cloud such
that the water content of the gas cloud was substantially higher
than the ambient air.

For the Burro 8 experiment, overhead photography showed
most of the cloud’s width to be contained within a 140 m (459 ft)
arc where gas sensors arrays were placed, though part of the
cloud spread past the array. Gas concentration measurements
indicated that LFL was reached within the 140 m (459 ft) arc.
Thus, the distance to LFL was within the visible portion of the
cloud, even for an atmospheric humidity of 5%. This could be
due to the entrainment of water vapor from the pond into the
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within the fence. It was speculated that transport over the top
was due to enhanced turbulent mixing from the high spill rate
and partly due to superheating of the LNG from the water under-
neath. This assertion could not be substantiated due to insuf-
ficient measurements of concentration and temperature in the
source area. A maximum downwind distance to LFL of 330 m
(1082 ft) was measured for this case.

Tests were performed with and without the vapor fence. With
the fence, the downwind distance to the 2.5% concentration on
the ground was reduced from approximately 380 m to 235 m
(1246–771 ft) and a substantial reduction in the hazardous areas
was also achieved. The persistence of the cloud at a 2.5% con-
centration near the center of the spill was 530 s with the fence
versus 330 s without the fence. Although the fence reduced the
downwind distance of the hazardous area and delayed cloud
arrival time, it prolonged the cloud persistence time within the
fence thereby prolonging the potential for ignition given a source
within the reduced area.

For the last test, Falcon-5, a large RPT occurred approx-
imately 60 s after the spill and a fireball started inside the
vapor fence at 81 s. This test had a spill rate of 30.3 m3/min
(1070 ft3/min), total volume of 43.9 m3 (1550 ft3), and methane
content of 88%. The fireball was speculated to be due to an RPT
blowing insulation off of a pipe, which could have had oxygen
frozen on its surface due to cooling with liquid nitrogen prior
to testing, thereby exposing the natural gas to the oxygen. Only
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loud.
RPTs also occurred in these tests producing overpressures

static) up to 5 kPa (.73 psi) measured at a distance of 30 m (98 ft)
rom the spill point. They were strong enough to cause damage
o the spill pipe support and spill plate. In one test, an RPT
aused the 27 kg (60 lb) spill plate to be thrown 50 m (165 ft)
ownwind. The base of the end spill pipe support structure, a
.22 by 1.22 m (4 ft) concrete slab with a mass of almost 227 kg
500 lb), was displaced by almost 0.61 m (2 ft).

.1.5. Falcon tests [1987]
The Falcon tests were conducted at Frenchman Flat in Nevada

y LLNL and sponsored by the Gas Research Institute and the
.S. DOT [57]. The objectives of the tests were to provide a
atabase on LNG vapor dispersion from spills involving obsta-
les and to assess the effectiveness of vapor fences for mitigating
ispersion hazards. The testing was performed on a 40 m × 60 m
131 × 197 ft) pond enclosed by an 88 m (289 ft) long by 44 m
144 ft) wide by 9.1 m (30 ft) high vapor fence. A 22 m (72 ft)
ide by 13.7 m (45 ft) high barrier was placed upwind of the
ond in order to simulate the obstruction of a storage tank.

Five tests were performed with spill rates of 8.7–30.3 m3/min
107–1070 ft3/min), volumes of 20.6–66.4 m3 (727–2345 ft3),
ind speeds of 1.7–5.3 m/s (3.8–12 mph), and methane con-

entrations of 88–94.7%. Gas concentration and temperature
easurements were taken at towers upwind and downwind of

he spill.
Falcon-1, the test with the highest volume, 66.4 m3 (2345 ft3)

nd spill rate, 28.7 m3/min (1014 ft3/min), and most stable atmo-
pheric conditions (stability class G), resulted in the vapor cloud
verfilling the vapor fence on all four sides, although pre-spill
ind tunnel simulations predicted that the cloud would stay
imited data outside the fence was obtained up to a time of about
00 s. RPT’s also occurred during Falcon-3 with a spill rate of
8.9 m3/min (667 ft3/min), total volume of 50.7 m3 (1790 ft3),
nd methane content of 91%.

.2. Modeling

Dense gas dispersion models generally fall into the following
ategories: Navier–Stokes based, Lagrangian non-linear puff,
hallow layer or two-dimensional integral, one-dimensional
ntegral, and simplified empirical. The following sections will
escribe these models and discuss some codes representative of
hese model types.

.2.1. Navier–Stokes-based models
The most complex models are those that computation-

lly solve time-averaged, three-dimensional turbulent trans-
ort equations that come from conservation of mass, species,
omentum, and energy balances. These codes are termed field or

omputational fluid dynamics (CFD) models and are based upon
olving the Navier–Stokes fluid equations. Codes can include
he ability to model laminar and turbulent flow fields. Due to
omputational limitations, not all of the length and time scales
ssociated with turbulence can be simulated. Thus, the conser-
ation equations are averaged such that smaller scales are not
esolved. The effects of turbulence at these smaller scales are
ncluded by empirically based terms that are added to the aver-
ged conservation equations.

The most well known code for dispersion that is of this model
ype is FEM3 [58–60] and its subsequent upgraded versions up to
EM3C [61–64]. Developed by Lawrence Livermore National
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Laboratory, FEM3 uses a Galerkin finite element scheme in
space and a finite difference scheme in time. The latest ver-
sion, FEM3C, models flow over variable terrain and objects, as
well as complex cloud structures such as vortices and bifurca-
tion. Both isothermal and non-isothermal dense gas releases as
well as neutrally buoyant vapor emissions can be modeled. It
has the capability to model multiple simultaneous sources of
instantaneous, continuous, and finite-duration releases. FEM3C
also incorporates a phase change model that accounts for water
vapor interaction in the cloud, and it has the option to use the
k-epsilon turbulent transport equations.

Limitations of these codes are in the approximations and
assumptions that are used to model turbulence and buoyancy
effects. They are the most computationally expensive among
the model types, but with the present day computational power,
they can be run on a single processor personal computer.

3.2.2. Lagrangian non-linear puff models
Gaussian puff models are typically for buoyant or neu-

trally buoyant releases such as from an elevated stack source.
Recently, the code called second-order closure integrated puff
[65] (SCIPUFF), developed by Titan Research and Technology,
includes a dense gas release model. SCIPUFF uses a Lagrangian
puff dispersion model that models non-linear interaction among
a collection of Gaussian puffs to represent a three-dimensional,
time-dependent concentration field. Dense gas effects are mod-
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The DEGADIS and SLAB models are used widely in the
public and private sector due to the convenience of fast com-
putational run time and ease of use. Both can model either
buoyancy-dominated, stably stratified, or neutral releases, as
well as jet releases. There are some models of this type
such as GASTAR, developed by Cambridge Environmental
Research Consultants (CERC), that incorporate the effect of
terrain such as variable slopes, variable ground roughness,
and obstacles including porous obstacles into the integral
formulation.

3.2.5. Empirical models
The simplest models are modified Gaussian puff/plume mod-

els that are based upon the conservation of species equation. The
downwind concentration profiles are represented by ad hoc equa-
tions. The cloud is assumed to have a specific Gaussian shape
with air entrainment occurring at the cloud edges and the interior
of the cloud is assumed to have a uniform composition. Empir-
ical models by Germeles and Drake, Fay and Lewis, Burgess et
al., Feldbauer et al., Science Applications, Inc. (SAI), U.S. Fed-
eral Power Commission, and U.S. Coast Guard are compared
by Havens [71].

3.2.6. Model evaluation studies
Fifteen integral models, including publicly available and pro-

prietary, were evaluated in a validation exercise by Hanna et al.
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led by using the vorticity form of the momentum conservation
quation. Finite duration, unsteady, and multiple sources can be
odeled, as well as flow over flat or complex terrain. Compari-

on to dense gas field data on centerline maximum concentration
rom Maplin, Burro, and Coyote tests indicated the model under
redicts concentration values within a factor of two [62].

.2.3. Shallow-layer models
Shallow-layer models use equations that assume the lateral

imensions are much greater than the vertical dimension, which
s representative of dense gas releases where low wide clouds
esult. One such model, TWODEE, has been developed for dense
as releases by Hankin and Britter [66,67]. Depth-averaged vari-
bles are solved in two dimensions (lateral) using the conserva-
ion equations. Empirical correlations are used to determine the
ntrainment rate of air into the dense plume. The ability to model
he effects of complex terrain and phase changes can be incorpo-
ated into this model. It is a compromise between Navier–Stokes
ased models and one-dimensional integral models, though it
till requires an order of magnitude greater computational time
hen one-dimensional integral models.

.2.4. One-dimensional integral models
One-dimensional integral models such as SLAB [68],

EGADAS [69] and DEGADIS [70] use similarity profiles that
ssume a specific shape for the crosswind profile of concentra-
ion and other properties. The downwind variations of spatially
veraged, crosswind values are determined by using the conser-
ation equations in the downwind direction only. The weakness
f these models is that they cannot model flow around obstacles
r over complex terrain.
72] where calculations were compared to data from eight field
xperiments that included the Maplin Sands, Burro, and Coyote
est series. SLAB, HEGADAS, DEGADIS, and GASTAR were
ble to predict maximum plume centerline concentrations and
lume width for these field tests to within a factor of two with
tendency to over predict dispersion distances. It was noted

hat all of these models were unable to reproduce the variation
f concentration with averaging time from field data since they
ssume that the cloud has a dense gas ‘core’ that is unaffected
y averaging time.

Mercer and co-workers [73] compared several integral mod-
ls against each other, but not to experimental data, by consid-
ring 25 cases that varied in wind speed, atmospheric stability,
oughness length, spill volume, and pool radius. For each case,
he density of the released gas was twice that of air and only
nstantaneous releases were considered. The model predictions
aried within a factor of 3–5, and the greatest differences among
he models arose for the case with low wind speed, F-stability
lass, and large surface roughness length.

An evaluation protocol of dense gas dispersion models has
een developed through a program called SMEDIS, a Euro-
ean Union research project funded by the Environment and
limate Research Program [74,75]. The evaluation procedure

ncorporates validation, verification, and scientific assessment
or simple as well as complex situations that include aerosols,
opography, and obstacles. Screening tools, integral models,
hallow-layer models, and CFD models were compared among
dataset of field and wind tunnel data.

The SMEDIS results show that all models were globally
etter at predicting arc-wise measurement, such as centerline
aximum concentration, than point-wise statistical measures,
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suggesting that is more difficult to predict the general cloud
shape. The CFD models performed better overall on statistical
measures of geometric variance, mean relative square error, and
fraction of values within a factor of two for centerline maximum
and point-wise concentrations. It was also noted that more infor-
mation is necessary from field experiments on sensor accuracy
and data uncertainty in order to define acceptable agreement
with model predictions.

3.2.7. Model directory
The Office of the Federal Coordinator for Meteorology

(OFCM) has published a directory of a number of transport and
dispersion models for the release of hazardous materials into
the atmosphere, including those for cryogenic releases [76]. An
in-depth compilation and description of the models are provided
as well as model verification and validation information.

4. Combustion events

4.1. LNG pool fire and vapor cloud fire experiments

This section reviews experimental studies of LNG pool fires
on water and land, as well as LNG vapor cloud fire studies over
water. Table 3 lists the largest tests to date on LNG pool and
vapor cloud fires on land and water. These studies have mea-
sured radiative heat flux, burn rate, flame geometry, and flame
s
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peed. The principal differences found between LNG pool fires
n land and water are burn rate and the resulting flame height.
urn rates and flame heights are about a factor of 2 greater on
ater than on land. The additional heat flux from the water to
NG increases the burn rate and consequently the flame height.
urface emissive power from LNG pool fires on water and land
ave been found to be similar for equivalent sized pools up to
iameters of about 15 m. Comparison between larger diameters
sn’t possible due to limitations of the largest complete data set
or pool fires on water.

Also listed in Table 3 are LNG vapor cloud fire studies, per-
ormed in unobstructed and unconfined environments. The vapor
loud fires were found to be non-homogeneous, in which some
ortions burn as a partially pre-mixed flame and others as a diffu-
ion flame. None of the vapor fire tests have resulted in fireballs,
ut transient tall flames have occurred principally in the fuel-
ich regions. Flame speeds were found to be too low to result in
amaging overpressures.

.1.1. LNG fire experiments over water

.1.1.1. U.S. Coast Guard China Lake tests [1978]. A series
f 16 tests were performed spilling 3–5.7 m3 (106–201 ft3) of
nconfined LNG onto water with spill rates of 0.02–0.11 m3/s
0.71–3.9 ft3/s) at the Naval Weapons Center at China Lake,
alifornia [77–80]. The objective of the tests was to measure the

hermal radiation output of two types of LNG fires over water;
ool fires and vapor cloud fires. Three types of experiments
ere performed: immediate ignition of the LNG pool, delayed

gnition in which ignition occurred after the spill started but
efore the evaporation was complete, and downwind ignition of
he vapor cloud. Of the 16 tests, 7 were pool fire tests, 3 were
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delayed ignition tests, and 6 were vapor cloud fire tests. Wind
speeds varied from 3.1 to 4.1 m/s (6.9–9.2 mph).

For pool fires, spot surface emissive powers were obtained
near the base of the flame indicating a value of 210 ± 20 kW/m2

(6.66 ± 0.63 × 104 Btu/h ft2) using narrow angle radiometers,
and average emissive power for the entire surface of the flame
was 220 ± 50 kW/m2 (6.97 ± 1.6 × 104 Btu/h ft2) using wide
angle radiometers. Narrow angle measurements correspond to
‘spot surface emissive power’ values, whereas average surface
emissive power measurements use wide angle radiometers and
refer to an average over the flame surface and are interpreted
based upon a particular geometry for flame area. These values
represent averages over all tests. The percentage of methane in
the LNG used for each test varied from 75 to 95% however was
not controlled as a parameter. The highest spot emissive power
of 250 kW/m2 (7.93 × 104 Btu/h ft2) occurred with the highest
concentration of methane.

Average flame heights over the duration of steady burn-
ing varied from 25 to 55 m (82–180 ft) and fluctuated ± 10 m
(±33 ft) for individual tests. The average flame length to diam-
eter ratios varied from approximately 3 to 4, with a peak value
of 6. The pool was not radially symmetric, but was closer to
an ellipse with “fingers” emerging from the outer periphery.
The dimensions of the “fingers” could not be determined by
the motion picture data, thus the pool was approximated as an
ellipse. By equating the pool area to that of a circle, the maxi-
m
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4.1.1.2. Maplin Sands tests [1980]. As described previously in
Section 3.1.3, these tests were performed to obtain dispersion
and thermal radiation data on 20 spills of 5–20 m3 (177–706 ft3)
of LNG and 14 spills of 13–31 m3 (459–1095 ft3) of propane
onto water [81,82]. Wind speed and direction, relative humidity,
and radiation measurements taken with 26 wide-angled radiome-
ters were recorded.

Ignition points were placed 90 to 180 m (295–590 ft) down-
wind of the spill point. Ignition was achieved in 11 out of the 14
tests, 7 LNG and 4 LPG, due to various difficulties. This result
could be due to the ignition points placed at cloud peripheries
where inhomogeneous and lean burn regions exist. Thus, some
ignitions did not result in sustained burns. Radiation and diffu-
sion flame analysis results were reported for 4 LNG tests. Of
the four tests reported, 3 were continuous spills with a spill rate
range of 3.2–5.8 m3/min (113–205 ft3/min), and one instanta-
neous with a spill volume of 12 m3 (424 ft3).

In all of the four LNG tests with ignition, a vapor cloud fire
developed, and for one test the vapor cloud fire propagated back
to the spill point forming a pool fire. This pool fire lasted only for
a few seconds before the fuel was consumed and therefore did
not have time to completely develop. As noted by the authors,
incomplete photographic records also made the analysis of this
test difficult, however an average surface emissive power and
burn rate were reported.

An effective pool diameter of 30 m (98 ft) was calculated
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um steady-state pool diameter was approximately 15 m (50 ft)
or a spill volume of 5.7 m3 (201 ft3) and spill rate of 6.6 m3/min
233 ft3/min).

The burning rate was estimated by dividing the total volume
f LNG spilled by the calculated area of the pool and the duration
f intense or steady state burning. The calculated burn rates var-
ed from 4 × 10−4 to 11 × 10-4 m/s (1.3–3.6 × 10−3 ft/s) among
ll of the tests. It should be noted that the volume spilled dur-
ng steady state burning was less than the total volume of LNG
pilled. By using the total volume of LNG spilled rather than
he volume spilled during steady burning, higher burn rates are
alculated. If burn rates are calculated based upon the reported
alues for spill rate and calculated pool area, then burn rates
ary from 3 × 10−4 to 9 × 10−4 m/s (0.98–2.9 × 10−3 ft/s). For
igher spill rates, it was observed that the burn rates were higher,
peculated as possibly due to the interaction between the jet and
ater effectively increasing the heat transfer area.
For the delayed ignition tests, the pool was ignited approx-

mately 30 s after the beginning of the spill. The vapor cloud
urned back to the source to burn as a pool fire. The pool fire
ortion of the results from these tests was included in the pool
re test data to obtain average values.

For the vapor cloud fires, surface emissive pow-
rs were obtained indicating a value of 220 ± 30 kW/m2

6.97 ± 0.95 × 104 Btu/h ft2), using narrow-angle radiometers,
nd 200 ± 90 kW/m2 (6.34 ± 2.85 × 104 Btu/h ft2), using wide-
ngle radiometers. Vapor cloud fires were observed to propagate
long the ground back towards the pool. The flame height to
idth ratio averaged about 0.5. Flame speed relative to the gas

loud varied from 8 to 17 m/s (18–38 mph). Fireballs were not
bserved for these spill sizes.
y approximating the flame base area as an ellipse. The aver-
ge flame height was 80 m (262 ft). An average surface emis-
ive power of 203 kW/m2 (6.4 × 104 Btu/h ft2) with a range
f 178–248 kW/m2 (5.64–7.86 × 104 Btu/h ft2) was inferred by
sing a tilted cylinder solid flame model, and an approximate
uel burn rate of 2.1 × 10−4 m/s (6.9 × 10−4 ft/s) was calculated
sing the Thomas correlation [83].

It was also found that the flame propagated in the vapor cloud
n two modes: as a pre-mixed weakly luminous flame that moved
ownwind from the ignition point and as a luminous diffusion
ame that moved upwind and propagated through the fuel-rich
ortions of the cloud and burned back gradually to the spill point.
ideo recordings indicated that pre-mixed burning took place in
aps in the vapor cloud and that the fuel/air concentration was not
omogenous. Expansion of the combustion products principally
ook place vertically.

Diffusion flame propagation speeds of 4.5–6.0 m/s
10–13 mph) moving with the wind were measured. The
ind speed range was too narrow to determine possible flame
ropagation dependency on wind speed. Flame generated
verpressures were below 4 kPa (0.06 psi).

In one continuous spill test the pre-mixed flame propagated
hrough the vapor cloud up to 130 m (421 ft) from the spill point.
he flame height-to-width ratios of the vapor cloud fires were

n the range of 0.2 to 0.4. For vapor cloud fires, an average sur-
ace emissive power of 174 kW/m2 (5.52 × 104 Btu/h ft2) with a
ange of 137–225 kW/m2 (4.34–7.13 × 104 Btu/h ft2) was mea-
ured.

.1.1.3. Coyote tests [1981]. The Coyote tests were performed
y LLNL and the Naval Weapons Center at China Lake,
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California and sponsored by the U.S. DOE and the Gas
Research Institute [84]. The burning of vapor clouds from
LNG spills on water were studied in order to determine fire
spread, flame propagation, and heat flux. Data on 4 spills of
14.6–28 m3 (516–989 ft3) with flow rates of 13.5–17.1 m3/min
(44.3–56.1 ft3/min) were performed with fuel of varying ratios
of methane, propane, and ethane. Tests were performed in wind
speeds from 4.6 to 9.7 m/s (10–22 mph) and atmospheric sta-
bility conditions from unstable to neutral. Gas concentration
measurements were averaged over a 2 s period.

The ignition point was located near the cloud centerline about
60–90 m (197–295 ft) downwind of the spill source, and igni-
tion was performed using either a flare or a jet. Ignition took
place 100–150 s after the beginning of the spill. The flames
were observed to begin near the center of the cloud and prop-
agate radially outward, downwind and upwind toward the spill
source. Both visible yellow luminous and transparent flames
were observed. Pool fires occurred but measurements were not
taken.

Pre-ignition contours were determined by interpolation of 2-s
averaged gas sensor measurements. It was found that the pre-
ignition 5%-gas-concentration contours are not indicative of the
potential burn area and its location. This could be due to the
lack of sensors used between the spill point and 140 m (459 ft),
and the interpolation scheme used to generate the contours. The
actual burn area was observed to propagate further downwind
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the range of 220–280 kW/m2 (6.97–8.88 × 104 Btu/h ft2) using
wide and narrow-angle radiometers. The external radiative flux
measurements were noted as being suspect because the sensors
were not protected by a heat sink or water-cooling. This lack of
cooling resulted in the sensors heating up and the signal becom-
ing distorted as the heat load increased.

4.1.2. LNG fire experiments over land
4.1.2.1. Maplin Sands tests [1982]. Tests sponsored by Shell
were performed to measure the thermal radiation from 20 m
(66 ft) diameter contained land-based pool fires of LNG, LPG
and kerosene using both wide and narrow-angle radiometers
[85]. The following were also measured: mass burning rate, fuel
composition, wind speed and direction, relative humidity, and
metal surface temperatures close to the fire. Video and still pho-
tographs were taken upwind and crosswind of the fires. One test
was performed for each fuel.

For the LNG fire, the flame appeared roughly cylindrical in
shape and tilted due to a 6.15 m/s (13.8 mph) wind. The mea-
sured burning rate was 0.106 kg/m2 s (0.0217 lb/ft2 s)) for LNG,
versus 0.13 kg/m2 s (0.0266 lb/ft2 s) for LPG. The production of
black soot appeared at a much higher elevation in the flame and
was significantly less than that produced by LPG or kerosene.
The measured mean flame length using video recordings for the
LNG fire was 43 m (141 ft) with a flame length-to-diameter ratio
of 2.15. The Thomas correlation for flame length-to-diameter
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nd to the sides than indicated by the pre-ignition concentra-
ion contours. The instantaneous 5% gas concentration contours
losely coincided with the burn region at sensor locations when
s averaging of concentration measurements were used rather

han a 10-s averaging.
In the test with the highest flow rate or total volume spilled,

7.1 m3/min or 28 m3 (604 ft3/min or 989 ft3), RPTs increased
he distance to the downwind LFL by about 65% and the total
urn area by about 200%. The flame extended up to 280 m
918 ft) downwind and had a maximum width of 60 m (197 ft).
he authors note that the increase was caused by an increased
ource rate and by enrichment in higher hydrocarbons. The puffs
f vapor from the RPTs cause momentary increases in concen-
ration as they propagate downwind.

The test conducted in the lowest wind speed and most stable
tmospheric conditions had the broadest vapor fire cloud with
maximum width of 130 m (426 ft) and downwind distance of
10 m (689 ft).

Flame heights appeared to vary directly with the pre-ignition
eight of the combustible mixture near the ignition source. The
atio of flame height to cloud height varied from 5 to 10. The
louds were 3–8 m (9.8–26 ft) in height. Flame speeds with
eak values of 30 m/s (98 ft/s) were observed near weak ignition
ources and 40–50 m/s (131–164 ft/s) for strong ignition sources.
peed decreased as a function of distance from the source and no
ame acceleration was observed. Overpressures of only a few
illibars were measured.
Heat flux (radiative and convective) measurements inside

he vapor cloud fires were found to be in the range of
50–340 kW/m2 (4.76–10.8 × 104 Btu/h ft2). External radiative
ux values for the bright yellow portion of the flames were in
atio predicts a value of 1.88 if the measured burning rate is used,
nderestimating the observed mean flame length by 12.6%.

The average surface emissive power was inferred by mea-
urements made using wide-angle radiometers and the use of

solid flame model and the Thomas correlation represent-
ng the flame as a tilted cylinder. The average surface emis-
ive power determined for the LNG pool fire was 153 kW/m2

4.85 × 104 Btu/h ft2), while LPG had a much lower value
f 48 kW/m2 (1.52 × 104 Btu/h ft2) due to the greater smoke
hielding. The maximum measured value using narrow-angles
adiometers for the LNG fire included values up to 219 kW/m2

6.94 × 104 Btu/h ft2).

.1.2.2. Montoir tests [1989]. These tests were a collabora-
ion among many sponsoring companies: British Gas, British
etroleum, Shell, Elf Aquitaine, Total CFP, and Gaz de France
ith tests performed by British Gas, Midlands Research Station,
hell, and Thornton Research Center [86]. Tests on 35 m diam-
ter LNG pool fires on land were performed at a facility near the
ontoir de Bretagne methane terminal.
A total of three LNG pool fire experiments over a wind

peed range of 2.7–10.1 m/s (6.0–22.6 mph) were performed.
he maximum volume of LNG poured into the 35 m (115 ft)
iameter bund was 238 m3 (8405 ft3). The following were mea-
ured: flame geometry, incident thermal radiation at various
round level positions, spot and average flame surface emissiv-
ty, gas composition in pool, fuel mass burning rate, and flame
mission spectra in both the visible and infra-red regions.

Small regions of the flame were examined using a narrow
ngle radiometer. Two types of average surface emissive powers
ere employed: one based upon heat flux measurements and an
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idealized cylindrical flame shape that includes the smoky part
of the flame, and the other based from cine photographs that
represent the actual areas of flame unshielded by smoke.

A mass burn rate for a methane fire was obtained as long
as the vapors above the pool were measured to have at least a
99-mol% methane content. During the methane pool fire burn
time, the ethane content in the vapors above the pool was less
0.2-mol% in order to avoid the high smoke production that can
occur from ethane, as well as the decrease in the mass burn rate
from the increased conduction into the fuel due to higher boiling
point of ethane.

All fire tests were observed to have intensely bright regions
extending from the base to at least half of the total flame height,
and the rest was obscured intermittently by smoke. Smoke yield
was greater than that produced in a 20 m (66 ft) diameter LNG
fire. The shape of the fire was observed to be complex and was
noted as difficult to represent using simple geometries.

The average mass burning rate among the all tests was
0.14 kg/m2 s (0.029 lb/ft2 s). Flame drag ratios up to 1.29 for
high wind speeds, and 1.05 for low wind speeds were measured.
Flame drag ratio is defined as the flame base length in the direc-
tion of the wind divided by the pool diameter. The time averaged
maximum flame height to pool diameter ratio was approximately
2.2.

At 140 m (459 ft) from the bund center, the incident ther-
mal flux was measured as approximately 15 kW/m2 (4.76 ×
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increasing diameter. The authors [86] speculate that it is not
expected that a much greater value would be obtained for larger
pool fires.

4.2. Deflagration/detonation experiments

Explosions from combustion of flammable fuel–air mixtures
are classified as either a detonation or deflagration. In a deflagra-
tion, the mixture burns relatively slowly, on the order of 1 m/s
(3 ft/s) for hydrocarbon–air mixtures, though speeds will greatly
exceed this if the flame is accelerated due to flow interaction
with obstacles. This flame speed is in contrast to a detonation
where the flame front travels as a shock wave followed closely
by a combustion wave, which releases energy that sustains the
shock wave. The detonation velocity for hydrocarbon–air mix-
tures is on the order of 2000–3000 m/s (6000–10,000 ft/s). Con-
sequently, detonations generate very high overpressures, and
hence are more damaging than deflagrations. Deflagrations can
produce overpressures up to around 0.8 MPa (115 psi), while det-
onations produce overpressures up to around 2.0 MPa (300 psi).
Additional hazards from explosions are fragments resulting from
damaged structures. Modeling and experimental studies of pro-
jectile hazards resulting from explosion is reviewed by Davies
[88]. The amount of explosion overpressure is determined by
flame speed, which is a function of the turbulence created within
the vapor cloud and the amount of vapor within the flammability
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03 Btu/h ft2) downwind, 5 kW/m2 (1.59 × 103 Btu/h ft2) cross-
ind, and 3 kW/m2 (0.951 × 103 Btu/h ft2) upwind during a
ind speed range of 7.0–10.1 m/s (16–22.6 mph).
In the lower 10 m (33 ft) of the flame, typical time

veraged spot surface emissive powers of 290–320 kW/m2

9.19–10.1 × 104 Btu/h ft2) were measured in the crosswind
irection. Values up to 350 kW/m2 (11.1 × 104 Btu/h ft2)
veraged over 5–10 s periods were measured. These val-
es are much greater than measured for smaller pool fires
here, at comparable positions, values of 140–180 kW/m2

4.44–5.71 × 104 Btu/h ft2) for a 6.1 m (20 ft) diameter fire and
70–260 kW/m2 (5.39–8.24 × 104 Btu/h ft2) for a 10.6 m (35 ft)
iameter fire have been observed.

For all tests, the range of time averaged surface emis-
ive power values for individual wide-angle radiometers was
30–305 kW/m2 (7.29–9.67 × 104 Btu/h ft2). Values averaged
mong all instruments for each experiment were in the range of
57–273 kW/m2 (8.15–8.65 × 104 Btu/h ft2). The instantaneous
eadings from these instruments were used to obtain an average
urface emissive power over the surface of the flame by deriving
iew factors from video cameras.

Values of surface emissive power were also obtained by utiliz-
ng incident flux data and an idealized flame shape based upon a
ilted cylinder with length calculated from the Thomas equation
83] and tilt angle from the Welker and Sleipcevich [87] equa-
ion. The values calculated were much lower with a range of
30–180 kW/m2 (4.12–5.71 × 104 Btu/h ft2). With both meth-
ds, the average surface emissive power was plotted for pool
iameters of 6.1, 10.6, 20, and 35 m (20, 35, 66, 115 ft). The
raph indicated that the rate of increase of the average sur-
ace emissive power for increasing pool diameter decreases with
imits. In order for a vapor cloud explosion to occur, the LNG
apor must be sufficiently mixed with air to form a mixture
ithin the flammability limits.
The type of explosion that occurs depends upon the strength

nd geometry of the ignition source, the reactivity of the fuel,
he degree of confinement, and the obstacle density. Fuel reac-
ivity is classified as low, medium, and high, and is a qualitative

easure of a fuel’s capacity to accelerate to high flame speeds.
ncreasing reactivity corresponds to increasing capacity to accel-
rate flames. A deflagration may transition to a detonation when
here is a high degree of confinement or blockage such as with
losely spaced obstacles. The obstacles will create turbulence
hich enhances the burning surface area and increases the local
urning velocity. Detonations are more easily achieved with high
eactivity fuels, high energy ignition sources, and a high degree
f confinement.

Detonation of pure methane–air mixtures is very difficult
ince methane is a low reactivity fuel, but with the addition
f higher reactivity fuels the difficulty decreases. LNG is com-
osed principally of methane (85–95%), but may contain ethane
p to 15%, and propane up to 5%, depending upon the source.
he addition of small amounts of ethane and/or propane (10%)
an reduce the required ignition charge for detonation by almost
factor of 10. Differential boil-off from an LNG pool can cause

he vapor cloud to have a different composition than the liq-
id, and to have varying composition within the cloud. Initially,
he vapors that evolve will be mostly methane and the heavier
ydrocarbons will boil off last. Thus, there may be portions of
he cloud rich in the heavier hydrocarbons that occur later in
he spill. However, due to limited mixing, the entire vapor cloud
ill not have a composition within the explosion limits of the
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constituent fuels of LNG in air. Deflagrations are the more prob-
able mode of combustion in accident situations since detonations
are very difficult to achieve.

There have been several reviews on explosions of
hydrocarbon–air mixtures [89–91]. It was pointed out by Moen
[90] that weak ignition of vapor clouds in an unconfined and
unobstructed environment is highly unlikely to result in a defla-
gration to detonation (DDT) even for more sensitive fuel–air
mixtures, but is more likely with confinement and the presence
of obstacles. Nettleton [91] indicates that the understanding of
how confinement, temperature, pressure, and mixture composi-
tion influence the initiation source and distance to DDT is not
complete, and that further work must be done before predic-
tion can be made whether DDT will occur for any given spill
scenario.

The following is not intended to be an extensive review, but
is intended to bring out some of the important aspects regarding
explosive properties of methane mixtures.

4.2.1. Bull and Martin [1977]
These experiments studied spherical detonation of methane–

oxygen mixtures diluted with nitrogen [92,93]. Detonation of
the mixture, contained in polythene bags of uninflated sizes of
1.8 × 1.8 m (5.9 × 5.9 ft) and 3.05 × 1.52 m (10 × 5 ft), was ini-
tiated by electrically firing Tetryl explosive. Based upon extrap-
olation of results for five different charge masses up to 520 g
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combustion wave accelerates to transition to a detonation which
exits the culvert and then potentially detonates the remaining
unconfined vapor cloud. The detonation charge used in the cul-
vert was a 13 kg (29 lb) explosive. Detonations only occurred
when methane was mixed with propane concentrations 6% or
greater and the culvert measured 2.4 m (7.9 ft) in diameter.

4.2.3. Vander Molen and Nicholls [1979]
Experiments were performed to measure the effect of ethane

addition to methane air clouds on detonation [96]. A stoichio-
metric mixture with air was maintained for every mixture of
methane and ethane tested. The ethane concentration ranged
between 0 and 5.66% by volume of the total methane–ethane–air
mixture. The experiments were performed using a sectored
shock tube of 147.6 cm (4.84 ft) radius and 5 cm (0.16 ft) width
to model a 20◦ pie shaped sector of a cylindrical cloud. For
an ethane content of 1% by volume in the methane–ethane–air
mixture, or a 10% ethane by volume content in the fuel, 5.5 g
(0.012 lb) of condensed explosive or critical initiating blast
energy of 25,000 J/cm was needed to result in a detonation.

4.2.4. Moen et al. [1980]
Work was performed at McGill University in Montreal,

Canada on flame acceleration and deflagration to detonation
transitions [97]. The influence of obstacles on flame acceler-
ation of methane–air mixtures was investigated in a cylindrical
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1.14 lb) it was indicated that more than 20 kg (44 lb) of Tetryl
ould be necessary to initiate a spherical detonation in a stoi-

hiometric mixture of methane–air, and that a path length of 11 m
36 ft) would be required to experimentally verify the extrapo-
ation. This extrapolation to 20 kg (44 lb) of Tetryl had 95%
onfidence limits of 8.3–59.7 kg (18–131 lb).

It was also found that the amount of Tetryl required to initiate
etonation for methane is more than two orders of magnitude
reater than that for most other hydrocarbons, though if heav-
er hydrocarbons are added, such as ethane, the amount of
xplosive required will greatly decrease. An extrapolation to
methane–ethane mixture of 90–10 indicated that the required

harge strength would decrease to 3 kg (6.6 lb), as compared to
0 kg (44 lb) for pure methane.

.2.2. U.S. Coast Guard China Lake tests [1978]
Tests were performed in a detonation tube and 5 m (16 ft)

nd 10 m (33 ft) radius hemispheres [94,95]. Both explosively
nitiated and spark-ignited tests were performed on methane–air
nd methane–propane mixtures. For the detonation tube exper-
ments, the methane–air mixture did not detonate using a 5 g
.011 lb) or 90 g (0.21 lb) booster, nor did it detonate with spark
gnition. Methane–air mixtures did not detonate with explosive
harges up to 37 kg (81 lb) for the 10 m (33 ft) diameter hemi-
phere tests. Methane–propane mixtures of 60–40, 70–30, and
5–15 did detonate using a 1 kg (2.2 lb) high explosive booster
or the 5 m (16 ft) hemisphere tests.

Experiments were also performed to test a postulated acci-
ent scenario in which the vapor formed during an LNG spill
ixes with air to form a flammable mixture and then diffuses

nto a culvert system. The mixture in the culvert ignites and the
essel 30.5 cm (1 ft) in radius. The effect of obstacles was to
ncrease flame speed of up to 130 m/s (426 ft/s), 24 times the
elocity without obstacles. The high flame speeds could only be
aintained with repeated obstacles, which provide large-scale
ow field distortions associated with flame acceleration.

.2.5. Harrison and Eyre [1987]
A series of tests were performed to investigate the effect of

bstacle arrays on flame acceleration of premixed natural gas–air
nd propane–air mixtures [98]. A wedge-shaped enclosure was
sed which had an open top and bounding sidewalls forming a
0◦ wedge of 30 m (98 ft) long and 10 m (33 ft) high. This aspect
atio was used so that a shape representative of a dense cloud
ould be modeled.
A series of horizontal pipes were placed in the wedge to pro-

ide optimal flame acceleration. Blockage ratios of 20 and 40%,
ased upon the percentage of the obstacle grid, were used. Unob-
tructed and obstructed tests were performed using a low energy
usehead igniter. The effect of grid height, blockage ratio, grid
pacing, and the total number of grids were investigated. Unob-
tructed natural gas–air mixtures produced low flame speeds of
–9 m/s (26–30 ft/s) in the first few meters and overpressures of
–5 mbars, which decayed with a 1/r relationship in the far field.

Grids with low blockage ratios or low height produced over-
ressures not sufficient to cause severe structural damage of
9–63 mbars decaying as 1/r and flames speeds of 37–51 m/s
121–167 ft/s). The test with the highest obstruction obtained a
aximum flame speed of 119 m/s (390 ft/s) (±20%) and over-

ressure of 208 mbars decaying as 1/r, which can be sufficient to
ause structural damage to buildings in the immediate vicinity
f the cloud. In all tests, flame speed and overpressures decayed
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rapidly after the flame emerged from the grid of obstacles, typ-
ically within 5 m (16 ft) of the last grid. Thus, the size of the
obstacle array, not the size of the gas cloud, defined the size of
the pressure source.

4.2.6. Shell [2001]
Flame acceleration was investigated in a vented box struc-

ture, 10 m (33 ft) long, 8.75 m (29 ft) wide, and 6.25 m (21 ft)
high using methane–air and propane–air mixtures ignited using
a conventional spark plug [99]. Results indicate that an ini-
tially stable and subsequently unstable flame propagation regime
occurs. In the unstable regime, instabilities grow to wrinkle the
flame and increase the flame speed. Flame speed measurements
up to a radius of approximately 3 m (10 ft) indicate that flame
speed increases with radial distance and varies as the square root
of time. Cell size was measured photographically as the flame
progressed through the box. The cell size ranged from 200 to
400 mm (7.87–15.7 in.), which is typically 4 times the size of
ethane or propane under stoichiometric conditions [100], indi-
cating the lower sensitivity of methane to detonation.

4.3. Fire modeling

Generally, three approaches can be identified to modeling
thermal radiation from pool fires. These models are classified
as point source, solid flame, and field. Schneider [101] provides
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Fig. 3. Point source and solid flame model comparison to trench fire data in
crosswind.

pool geometries, and where parameters are well known, these
models provide good agreement with experiment. Johnson [105]
found agreement within one standard deviation from the average
measured heat flux from radiometers for a range of pool sizes,
1.8–35 m (5.9–116 ft) in diameter. The disadvantage of these
models is the inability to model more complex flame shapes such
as those arising from irregular shaped pools or object interaction
with the flame zone.

Shown in Fig. 3 is a comparison of these models to trench
fire data obtained by Croce et al. [107] with trench dimen-
sions of 23.5 m × 1.83 m (77 × 6 ft). The pool was far from
circular, but for this demonstration the pool is assumed to
be a circle for the solid flame model. For the point source
model the flame is assumed to radiate from the center point,
thus the pool shape is irrelevant for this model. The mea-
sured wind speed was 1.83 m/s (4 mph), average flame length
3.4 m (11 ft), flame tilt 56.8◦, flame drag ratio 2.96, burning
rate .054 kg/m2 s (0.011 lb/ft2 s), and average surface emissivity
135 kW/m2 (4.28 × 104 Btu/h ft2). The radiative fraction used
for the point source calculation was 0.348 based upon a rela-
tion by Moorhouse and Pritchard [108] for radiative fraction as
a function of surface emissive power and flame height to diam-
eter ratio. The effective pool diameter is 7.4 m (24 ft) for the
given trench dimensions. Thus, the surface emissive power and
flame height to diameter ratio was taken into account through
the radiative fraction value. The flame height to diameter ratio of
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review of the first two models and various vapor cloud and
reball models pertaining to LNG.

The simplest model is the point source model where the
mission of thermal radiation is treated in a global manner by
ssuming the radiation source is a point and that the radiation
ecays as the inverse square of the distance from the source. An
mpirical fraction of the heat of combustion is used to approx-
mate the thermal radiation emitted, the uncertainty of which
ncreases with large pool fires due to the lack of comprehensive
eat flux data. It is also assumed that the receiving surfaces are
riented to receive the maximum thermal radiation.

The heat flux in the near field, approximately within two pool
iameters, is not predicted adequately with this model because
he geometric considerations between the emitting flame and
eceiving surfaces become important. The effect of flame tilt
rom wind and the presence of objects interacting with the flame
annot be modeled using the point source approach.

The next level of increasing complexity is the solid flame
odel, which models the surface of the flame with a simple,

sually cylindrical, geometry [102–105]. The thermal radiation
s uniformly emitted from this surface and the average radiant
urface emissive power is based upon empirical correlations with
ool diameter. For an assumed geometry, the geometric view
actor, which is the fraction of radiant energy that is received by
n object’s field of view can be determined exactly [106]. The
ttenuation of the thermal radiation by water vapor and carbon
ioxide in the atmosphere can be represented in the model.

In order to capture the tilting of the flame due to wind, a tilted
ylindrical flame shape is typically used. Flame length, tilt and
rag necessary to determine flame shape and view factors are
ased upon empirical correlations. For pool fires with simple
.49 was calculated using a correlation by Moorhouse [109] that
ncludes the effect of wind. The view factor for a tilted cylin-
er to an object was calculated by formula derived by Sparrow
110].

The measured burn rate value from experiment was also used
or the point source calculation. Fig. 3 indicates that both mod-
ls over predict the measured heat flux at various distances at
rosswind, upwind, and downwind locations. The point source
odel for downwind values provides the best agreement to

xperiment about five pool diameters from the pool center. The
ercent difference between experiment and the point source
odel results for heat flux measurements downwind range from
to 30%, crosswind from 30 to 230%, and upwind from 220 to
90%.
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The solid flame model predicts much higher heat flux values
since the predicted flame height for the assumed circular pool
is much higher than the experimental value, 11 m versus 3.4 m
(36 ft versus 11 ft). The discrepancy is principally attributable
to flame break up due to the large aspect ratio of the fire. The
experiments showed the flame breaking up into flamelets or indi-
vidual fire plumes. Thus, the flame height is shorter than that of
a circular pool fire with equivalent area. The solid flame model
can be applied to trench fires as demonstrated by Croce et al.
[107], with results for this case within experimental uncertainty
(±0.14–0.51 kW/m2), but the pool shape must be known a pri-
ori. For situations that can result in an irregular shaped pool that
isn’t known a priori a CFD code must be used for thermal hazard
prediction.

The most sophisticated models solve the Navier–Stokes equa-
tions that govern fluid flow. These models are also termed field
models or computational fluid dynamics-based codes. Since
pool fires are turbulent for the scale of interest, turbulence mod-
els, typically the k-epsilon model, are used. Combustion models
typically assume that combustion is mixing-controlled, rather
than controlled by the chemical reaction time. The radiative
transport equation, along with simplifying assumptions, is used
to model thermal radiation. Soot models are also incorporated
which invoke empirical models.

The disadvantage of field models is the computational
requirements compared to solid flame models, though with the
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predict behavior at full scale provided no significant thresh-
olds or differences in phenomena occur. Models should there-
fore be validated to reflect the physical processes at the larger
scale.

The possible spill volume from a single ship’s tank is on the
order of 10,000 m3 (35 × 104 ft3), and the largest experimental
spill volume tested to date is 193 m3 (6.82 × 103 ft3). Thus, the
available experimental results are 2–3 orders of magnitude less
than the scales of interest. Although tests the size of a ship tank
are likely cost prohibitive, there are gaps in our knowledge base
required for hazard prediction that can be addressed at feasible
test scales. These will be discussed in Sections 5.1–5.3.

5.1. Factors affecting pool area

A recent analytical study by Cornwall and Johnson [4–5]
indicated that waves could have a significant effect on pool
diameter. In this model, the effect of waves is incorporated
through a conditional statement at the boundary of the pool;
namely, the pool will stop spreading once the LNG pool thick-
ness drops below 60% of the wave height. The model assumes
cycloid-shaped standing waves, which results in a 27% increase
in surface area over a flat surface, thereby increasing the evapora-
tion. The inclusion of this model significantly reduced the pool
radius from 253 m (830 ft) to 55 m (180 ft). Thus, it is impor-
tant to determine by experiment the extent that waves effect
s
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mergence of more powerful computers this issue is less prob-
ematic. These codes can now be run on personal computers
nd workstations, instead of super computers. The advantage of
eld models is that complex flame shapes can be captured such
s those arising from object/flame interaction as from an LNG
hip and a pool fire. Vapor cloud fires and fireballs can also be
odeled with these codes. Various field models are available

uch as FLACS, CFX, Phoenics, Kameleon, and Vulcan. These
odes vary in their capability to model explosion, fireballs, vapor
loud fires, and/or pool fires.

Although field models invoke a more comprehensive set of
hysics than simpler, more empirically based models, they will
erform poorly if they do not include physics applicable to the
roblem. The simpler models may perform better in this case.
hus, it is important to develop applicable models and to com-
are simulation results to experimental data. Models should be
xtensively validated before they are used for hazard predic-
ion. Discussion and guidelines for validation requirements are
rovided by Gritzo et al. [111].

. Discussion and recommendations

Although much information has been obtained from the tests
o date, there are remaining technical gaps related to under-
tanding the dynamics and subsequent hazards of a large LNG
pill on water. For a hazard analysis it would be ideal to have
ata on all the pertinent parameters from full-scale tests. It
s evident, due to the scale involved in many hazards consid-
red, that it is not feasible to perform such tests, thus data
ust be obtained from tests on a smaller scale. Models can

e developed and validated from the smaller scale data to
preading.
If the waves are thought of as having a simple cycloid shape

nd a limiter is imposed on spreading as Cornwall assumed in
is model then it could be argued that the area of LNG in contact
ith the water would not significantly change. It’s equivalent to

ransforming a 2D membrane into a 3D surface while maintain-
ng the surface area, but decreasing the perimeter.

But, this simplistic view of a wave is misleading. In reality,
aves are much more dynamic. The ocean or sea surface is
ot smooth, but rather is turbulent with vortex structures which
rovide mixing. For a given volume of fluid, the surface area
f LNG in contact with water would increase if the LNG is
tretched, or its thickness decreased, and/or if contact above and
elow the LNG occurs as would be the case if the LNG were
ntrained into a vortex structure.

Currents associated with waves, which could transport the
aves further away from the spill than in a calm condition,

an play a significant role. It would also be more likely that
aves would cause the pool to break up much sooner than a
uiescent surface. Determining the spreading and vaporization
f the LNG pool is instrumental in determining the evolution
f the vapor cloud and subsequent related hazards. If this com-
onent is done incorrectly, the rest of the analysis if severely
ffected.

Currently, there is no experimental data on the effect of waves
nd currents on pool spreading. It would be valuable to perform a
eries of relatively small-scale tests in a controlled wave environ-
ent to determine the effect of wave parameters on spreading.
s mentioned previously in Section 2.3, measurements of pool

pread have typically been done by using overhead photogra-
hy. This technique has the difficulty that LNG vapors block the
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liquid pool. Underwater visuals of the spreading pool may also
be beneficial.

Measuring the burn rate for LNG fires in such conditions
would also be valuable. Since there are cost and feasibility
limitations of testing, computational fluid dynamic codes, once
validated, could be utilized to investigate an extended parame-
ter space. This effect would require the development of a model
of LNG spreading over a wave surface and validation with the
experimental data.

Another area where computational fluid dynamic models are
of potential utility is the dynamics of the LNG spilling from a
breach in a tank. It would be beneficial to experimentally and
computationally analyze above and below waterline releases in
order to determine the rate and amount of LNG spilled onto the
water for complex hole configurations.

5.2. Dispersion

The experimental data on the behavior of an LNG vapor
cloud to date is quite extensive, particularly the large-scale
work preformed by Lawrence Livermore National Laborato-
ries as shown in Table 2. The findings indicate that the extent
of the cloud can be affected by several factors which include
wind speed, atmospheric stability, spill rate, method of release
(under versus above water), rapid phase transitions, obstructions,
and terrain. Low wind speeds and stable atmospheric condi-
t
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5.3. Fire

There have been several LNG fire studies of pool and vapor
cloud fires on land and water to determine thermal radiation,
burn rate, and flame speed. Table 3 specifies spill conditions and
measured surface emissive power, burn rate, and flame speed for
LNG fire experiments for the largest spills to date. It is evident
that there is a lack of data for large LNG pool fires on water.
The most complete data set to date for a LNG pool fire on water
is from a pool approximately 15 m (50 ft) in diameter and spill
volume of 5.7 m3 (201 ft3) performed by the U.S. Coast Guard
[77–80]. The experiments at Maplin Sands [81–82] involved a
larger test with an effective pool diameter of 30 m (98 ft), but
as noted, the fire did not have time to fully develop. It was also
noted that photographic records necessary for comprehensive
analysis were incomplete.

Thus, it would be highly valuable to perform well-
instrumented experiments of LNG pool fires on water with pool
diameters that extends the current data set on burn rate, flame
height, surface emissive power, smoke production, as well as
spectral emission characteristics, necessary for the determina-
tion of the atmospheric absorption of the LNG thermal radiation.
It can be shown that predicted thermal hazard distances can
vary by a factor of 2–3 using the solid flame model for a pool
fire and the range of values for burn rate and surface emissive
power listed in Table 3. Obtaining further data will significantly
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ions result in the greatest distance to LFL. Underwater release
esults in a more buoyant cloud than an above water release.
arger spill rates and rapid phase transitions increase the dis-

ance to LFL, while obstructions and rough terrain decrease the
istance.

The largest spill in which concentration measurements were
aken without the presence of a vapor fence was the Burro series,
ith a maximum spill volume of almost 40 m3 (1.41 × 103 ft3).
hether the spill sizes investigated to date give an indication

f the atmospheric dispersion that would occur for spills on the
rder of 10,000 m3 (35 × 104 ft3) is unknown. It can be specu-
ated that dispersion behavior similar to Burro 8 would occur.
he Burro 8 test results as discussed in Section 3.1.4 show that

he cloud does not dissipate as quickly due to the lack of turbu-
ent mixing and thus will persist for a longer time for low wind
peeds and stable atmospheric conditions. This result has hazard
mplications that may be more pronounced, even in the presence
f higher wind speeds and less stable conditions, for very large
pills in which the total mass of the dense cloud will be greater.

Though there has been much data obtained on dispersion,
erforming tests with intermediate spill volumes would be ben-
ficial since it would bring the state of knowledge another order
f magnitude closer to the scale of interest. Having data with sen-
or accuracy and uncertainty reported for a spill volume around
00 m3, feasible with existing facilities, would provide addi-
ional data for model validation. Since a large extrapolation to the
cale of interest is still required, modeling efforts should employ
eld models because they provide a more complete incorpora-

ion of the fundamental fluid dynamical equations than other
odels and have shown to perform better on validation compar-

sons as discussed in Section 3.2.6.
educe this uncertainty. Most importantly in such tests, parame-
ers should be well controlled. In the tests performed by the U.S.
oast Guard [77–80] three controlling parameters for burn rate
ere allowed to vary simultaneously, namely spill rate, LNG

omposition, and wind speed. Thus, it is not possible to deter-
ine the individual contribution of these parameters, as well as

heir influence on the interpretation of the results.
The surface emissive power has been shown to initially

ncrease with increasing pool diameter as indicated by the Mon-
oir experiments [86] on land for pool fires up to 35 m (115 ft).
here was indication of the existence of a maximum value for
urface emissive power when plotted as a function of pool diam-
ter. The limit appeared to be reached near a pool diameter of
5 m (115 ft), and thus the surface emissive power would not
e expected to significantly increase for larger diameters. After
ttaining a maximum value, the surface emissive power would
xpect to decrease with further increases in diameter due to
moke covering the exterior. Although, smoke is made up of
mixture of gases, vapors, and particulate matter from a fire,

arbon particulates, or soot, is the particulate matter of smoke
nd is responsible for the luminosity of the fire. Cold soot in the
moke will absorb a significant portion of the radiation to result is
uch lower emission to the surroundings. In the Montoir exper-

ments [86], smoke shielding was observed in the upper half of
he 35 m (115 ft) diameter LNG fire, while the lower half was
ighly emissive and smoke free. This behavior is observed with
eavier hydrocarbon fuels, but with smoke shielding at smaller
iameters and occurring much closer to the fuel surface in an
quivalent sized fire.

It has been found for heavier hydrocarbons the sur-
ace emissive power asymptotes to a value of about
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40 kW/m2 (1.3 × 104 Btu/h ft2) [112]. This is a time-averaged,
area-weighted value based on portions of the flame covered
by black smoke with an emissive power of approximately
20 kW/m2 (6.3 × 103 Btu/h ft2) [112], and flame zone regions
having higher surface emissive powers which periodically
breaking through the smoke. Thus, it would be expected that
LNG, at some pool diameter, would display similar behavior, but
the diameter at which this occurs is unknown due to lack of data
at very large scales. Analytical studies to date have used a sur-
face emissive power of around 200 kW/m2 (6.3 × 104 Btu/h ft2)
from available data to determine thermal hazard distances. With
smoke shielding, this value would significantly be reduced for
larger fires, and hence reduce the thermal hazard distances.

Furthermore, pool fire characteristics such as mass fire
behavior can change as the pool diameter increases. Several
researchers have theorized that there is a pool diameter limit
at which the flame envelope breaks up into multiple fires or
flamelets, defined as a mass fire. The heights of these flamelets
are much less than the fuel bed diameter [113–118].

The view factor, used to determine how much radiative flux
an object receives, is very sensitive to flame height at distances
greater than about one pool diameter from the fire. The view
factor is a function of flame height and is greater when the field
of view of the fire is greater for a target, that is, it comprises a
greater portion of the total field of view to a surface. This results
in a greater amount of heat flux received. When close to a fire, the
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pool diameter at which break up occurs. Using his results, he
predicted L/D would be zero, the limit for mass fire behavior, at
a pool diameter of 8900 m for an LNG pool fire [116]. He used a
mass burn rate of 0.1 kg/m2 s (0.02 lb/ft2 s) for this calculation.

Using the range of mass burn rates 0.0945–0.495 kg/m2 s
(0.019–0.101 lb/ft2 s) taken from experimental data listed in
Table 3 for LNG pool fires on water and Heskestad’s corre-
lation, the range of predicted diameter values for which L/D is
zero is 7800–215,000 m (5–130 mi.). A nominal value for burn
rate of 0.23 kg/m2 s (0.047 lb/ft2 s) would result in a break up
diameter of 45,000 m (28 mi.). The applicability of this correla-
tion to predict the break-up of LNG pool fires is questionable
in light of such large distances and would indicate that further
investigation is warranted.

In order for a dimensionless parameter to apply over many
length scales, the flow field must exhibit dynamic similarity. The
flow dynamics of pool fires is a strong, not exclusive, function
of pool diameter. For pool fire diameters less than 10 cm (0.3 ft)
the flow field of the visible flame is considered laminar, and for
diameters between 10 cm (0.3 ft) and 1 m (3 ft) the flow is in
transition to turbulence, and for diameters above 1 m the flow
becomes fully turbulent. The pool-like gas burner experiments to
date have not been in the fully turbulent regime. The experiments
performed by Heskestad have been the only tests performed that
have been in the turbulent regime and have investigated a value
of Q* low enough to display break-up behavior, but only with
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re fills the field of view and the view factor approaches unity.
hus, if a mass fire does in fact occur, the amount of heat flux

eceived by an object greater than about a pool diameter away
ould be less than that of single coherent plume assumption,

hereby decreasing the thermal hazard distance.
There is also great uncertainty in flame height at large

ool diameters for coherent fire plumes. Several flame height
orrelations based upon pool fires much smaller (≤30 m
100 ft]) than those presently considered have been developed
83,113,115–121]. Flame height to pool diameter ratios (L/D)
or LNG can vary by a factor of 2–3 among these correlations
or a given pool diameter. The variation among the correlations
ay be due to differences in the pool geometry tested, as well

s differences in the measurement technique and definition of
ame height.

Flame height correlations are typically expressed in terms
f a non-dimensional heat release rate, Q* = Q/ρaTaCpg1/2D5/2,
here Q = ṁ �H is the theoretical heat release rate based
pon the fuel flow rate and the heat of combustion, �H, and

is the characteristic pool dimension of the fire. The density,
a, temperature, Ta, and the specific heat at constant pressure,
p, are evaluated for air at atmospheric conditions. This non-
imensional parameter can be experimentally varied by either
arying the fuel flow rate or the pool diameter. Thus, very low Q*
an be achieved by either lowering the fuel flow rate or increasing
he pool diameter. Due to the experimental difficulties associ-
ted with very large-scale tests, it is preferable to lower the fuel
ow rate within a representative range of pool diameters.

Heskestad [118], based upon experiments involving fires on
orizontal 7.3 m × 7.3 m (24 ft × 24 ft) wood-fiber boards hav-
ng a very low burn rate, developed a correlation predicting the
ood-fiber boards. It would be beneficial to perform tests for
dditional fuels.

As previously noted, low values of the dimensionless param-
ter, Q* correspond to large pool diameters. Low values of Q*
an be achieved by lowering the fuel flow rate issuing from the
ool surface, rather than the alternative of testing at full scale.
revious researchers have taken this approach by using pool-like
as burners in which the mass flux of fuel issuing from the pool
urface can be controlled. Small values of Q* have been stud-
ed, but with small pool diameters (<0.5 m (1.6 ft), Zukoski et al.
119]) (<0.6 m (2 ft) square, Cox and Chitty [115]) (<.0.0046 m
0.015 ft), Becker and Liang [120]) and low mass flux values.
ll of these researchers have demonstrated that break-up occurs

or sufficiently low values of Q*. The value of Q* for which
reak-up occurs has not been conclusive due to differences in
ool geometry and the scale at which the tests were performed.

Further experimental testing under conditions of low values
f Q* and flow dynamic similarity would be valuable with pool-
ike gas burners at scales of fully turbulent fires. This could be
chieved with a gas burner diameter of 2–3 m. Not only could
reak up behavior be investigated, but more importantly flame
eight data as a function of Q* could be obtained, particularly
or low values of Q*.

An additional approach to understanding flame height and
ass fire behavior would be to perform actual tests closer to the

cale of interest. Tests on the order of pool diameters of 100 m
ould further our knowledge of not only mass fire behavior,
ut also of fire data, such as surface emissive power, burn rate,
nd smoke shielding. It is feasible to perform tests spilling vol-
mes up to 200 m3 (7 × 103 ft3) resulting in pool diameters up to
00 m (330 ft). Such tests would improve the understanding of
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the behavior of large-scale LNG pool fires and would aid in the
development and validation of both fundamental and empirical
fire models.

Numerical simulation could also be used to gain insight into
break up behavior and flame height. The information obtained
from experiment at the larger scales, as well as the smaller scale
Q* experiments, would allow for code development and valida-
tion. Simulation could then be utilized to help predict behavior
at the full scale.

6. Conclusion

The extensive research on LNG thus far has provided sig-
nificant insight into the physical mechanisms that dominate the
dynamics of a spill. The knowledge obtained has also allowed for
the development and validation of predictive models that can be
used for hazard prediction. The extensive fire testing on hydro-
carbon pool fires on land has provided the development of solid
flame models. Dispersion tests have allowed for the develop-
ment of models that incorporate a more complete set of physics.
Prior to testing, some of the early Gaussian plume models for
dispersion predicted much larger distances to LFL, as much as a
factor of 10 or more. Only with experimental data was it possible
to improve predictions.

The gaps discussed in this review have indicated several
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